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Abstract. This paper presents a statistical approach for automatic syl-
labification of words in Gujarati. Gujarati is a resource poor language
and hardly any work for its syllabification has been reported, to the best
our knowledge. Specifically, lack of enough training data makes this task
difficult to perform. A training corpus of 14 thousand Gujarati words is
built and a new approach to syllabification in Gujarati is tested on it.
The maximum word and syllable level accuracies achieved are 91.89 %
and 98.02 % respectively.
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1 Introduction

This paper explains in detail a supervised system developed to split words writ-
ten in Gujarati into its constituent syllables. This process of word syllabification
has important applications in real world text processing. It plays an important
role in speech synthesis and recognition [6] and is required for effective text-to-
speech (TTS) systems. It is useful in calculating readability indices like Flesh
Kincaid, Gunning Fox and SMOG, which require to count the number of syl-
lables in the word. Besides, because of the dynamic nature of any language,
a dictionary look-up for syllabification can never suffice. Even more, there is
hardly any digital resource for word syllabification in Gujarati. And that is why,
to address above mentioned problem an automated system to syllabify Gujarati
words can be of immense use.

Many efforts for syllabification in various languages have already been made.
Generic principles of the syllabification include Maximum Onset Principle [5],
Legality Principle [3] and Sonority Principle [11]. A 99 % efficient statistical app-
roach syllabification was proposed by Mayer [8], which involved counting of the
syllables in order know about the best split possible. Hammond [4] showed how
to use Optimality Theory for effective syllabification. Another approach demon-
strated a discriminative approach that uses Support Vector Machine and Hid-
den Markov Model together for syllabification with 99.9 % and 99.4 % accuracies
in English and German respectively [1]. Conditional Random Fields have also
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been used for syllabification [10]. All these approaches have been predominantly
demonstrated in English and European languages.

To the best of our knowledge, no text based data-driven approach has been
done on Gujarati and hence this paper attempts to make effort in this direction.

The paper is organized as follows. Section2 describes the process of data
collection and talks about CRF approach adapted for Gujarati, which is used for
bootstrapping the training data. Section 3 details on our probabilistic approach
for syllabification of Gujarati words. Section4 elaborates on evaluation details.
Conclusion and future scopes are described in Sect. 5.

The system input and output examples are shown in Fig.1 with symbol
(“hyphen”) denoting the syllabic break. Transliteration to English is shown for
the purpose of readability. They are not part of the input or output of the system.

Input Output
WXYR /khajur/ W-%R /kha-jur/
Al /hoti/ a-oll /ho-liy

Fig. 1. Input/Output examples

2 Data Collection

Six thousand words and their syllabification were collected from “Babu Suthar’s
Gujarati dictionary” [12]. For expanding the corpus to more words, an iterative
bootstrapping model was used. Two iterations were conducted and suggestions
of 4 thousand words in each iteration were generated using CRF based trained
model. These suggestions were rectified by a Gujarati linguist and were added
back to training data. The new 4 thousand words selected in each iteration were
taken as the most frequently occurring words from a Gujarati newspaper corpus
[9]. For rectification of faulty suggestions, an online interface was made and was
provided to a language expert to make this process faster. As a result, a corpus
of about 14 thousand word syllabifications had been generated.

2.1 Using Conditional Random Fields to Bootstrap Data

Modeling the problem of automatic syllabification as sequential tagging problem
and usage of Conditional Random Fields [7] for the same has been done before.
These approaches have been well demonstrated in languages following Roman
script [2,10,14]. The method involves learning to predict the sequence of output
labels (syllabic break or not prior/post character) by taking as input sequence
of characters of word and their respective feature set.

In our implementation, each unicode character in the word is labeled ‘S’ if it
marks the beginning of the syllable and ‘F’ otherwise. For example, for the syllabifi-

cation‘Y-AY-OU, the tags are: 2(S), 3(F), A(S), H(F), U(F), =(F), O(S), U(F).



A New Approach to Syllabification of Words in Gujarati 633

The software that we use as an implementation of Conditional Random Fields
is CRF++ [13].

Unlike Roman script, Gujarati alphabet can be categorized in vowels, conso-
nants and matras. Matras sound like vowel, but they do not exist isolated. They
represent vowel-like sounds that are preceded by a consonant. As observed, these
set of characters play an important role in deciding position of the syllabic breaks
and hence are included in feature vector for CRF.

For feature vector for each character, categorization was done as follows:

— Vowels: { 3, AL B, 6, 6, 6, A, A, A, A, A, A, A}

— Consonants: { §, W, 3, &, A, 9, %, %, ¢,6,95,8, c, & €, 4, o, Y5
O{G{HQQC‘LC{%L%{Ns,U’L,&l,ﬂ}
— Matras: { <, (3, 1, 4, ¢, 2, 3, 3,4, 0, A, 8 0 2 Q G4, o, g2 )

Table 1. Combinations of context features tried

Context window | Character n-grams | Total context features
-1tol 1to3 6
-2to 2 1to5 15
-3to3 1to7 28
-4 to 4 1to9 45
-5 to 5 1to11 66

For example, for the context window -1 to 1 : { w[-1], w[0], w[1], w[-1]/w][0],
w[0]/w[1], w[-1]/w[0]/w[1] } are taken as context features. Context window of
-3 to +3 with character 1-gram to 7-grams used as context features turn out
to give best results. No significant gain was achieved there-after by increasing
context features.

3 Owur Approach

The Subsect. 3.1 describes a probabilistic model for syllabification, while the
Subsect. 3.2 describes an add-on method that when applied prior to the former
method, contributes to improve the overall performance.

3.1 Predicting Maximum Probable Syllabification

This approach focuses on statistically predicting the most probable syllabifica-
tion from all the possible syllabifications of a word. It attempts to calculate
the probability of each of the possible syllabification being correct and chooses
the one with maximum probability. A word with n characters, can theoretically
have 2"~! possibilities of syllabification owing to n-1 positions where a ‘-’ can be
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kept. However, increasing word size increases search space exponentially. Hence,
an assumption is taken considering the language constructs to reduce the search
space.

It was observed' that the Gujarati speakers always pronounce the matra
along with the preceding consonant or vowel. Hence, an assumption was made,
that a vowel or a consonant along with all its subsequently occurring matra’s
would always fall into the same syllable, eliminating the possibility of break
between them. Using this assumption, a word can be broken down into units,
each unit being unbreakable any further. For example, %J@%[wl /shubhechcha/,
the units of this words are:

— 9 (A+<) /shu/ — Y (U+) [ch/

— @ (A+3) /bhe/ — 9L (9+) /chha/
and the possible syllabifications (2471) are:

— 9-@Q-Y-19l — 9-@-u9l

— YA-Y-19L — YA

— Y-AY-1L — 9-@RL

— A8 — Y@l

Computing Scores: Let word(W) be composed of n units, W = wuj.ua...u,
and let .S; be the candidate syllabification to calculate the score for. S; would be
composed of same units as word(W) but with ‘-’ (syllabic break) present between
2 consecutive units. Hence for test syllabification S;, we can define a set:

Paz'rs(Si) = {Xl‘Xl = UjU;41 OT ui—uH_l} (1)

where,

u;u;4+1 indicates absence of syllabic break between units u; and wit1

u; - u;+1 indicates presence of syllabic break between units u; and wit+1

and using it, probability of S; being the correct syllabification is approxi-
mated as the product of probabilities of having a break or no break at each
possible place:

P(S;) ~ H P(X;) (2)
X; € Pairs(S;)

where,

N (“ab”) it N (“ab” 0
P(X,L: Lcabn):{N w(“ab”) 1 w( a )7&

0.5 otherwise

N, ( “ab w) . “ N
P(X; = “ab”) ={ Nu(fab?) if Noy(“ab”) # 0
0.5 otherwise

1 Assumption verified and corrected by a Gujarati linguist.
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N, (X) = Number of syllabifications containing expression X from training corpus
Nw(X) = Number of words containing expression X from training corpus
For example,

P(YA-YOL) ~ P(YA) x P(A-3) x P(YL)

Finally out of all the possible syllabifications which does not contain any
illegal syllable?, one with the maximum score is chosen.

3.2 Predicting First and Last Syllable

Some character sequences when occur at beginning or ending of a word are
always spoken separately from the word and hence form first or last syllables of
that word respectively. The idea behind this can be understood more in English
context. For example, ‘non’, ‘un’, ‘ex’ are common prefixes® and ‘ism’, ‘ist’, ‘less’,
‘ness’ are common suffixes in English which when occur at beginning / ending
of a word, always form first and last syllables of word respectively. A similar

pattern is followed in Gujarati also. ‘8{1’, (Aot and ‘C’[IO‘L’, ‘0" are the examples
of common prefixes and suffixes respectively in Gujarati.

Instead of feeding system with static prefixes and suffixes, an attempt was
made to make supervised model that learns about the important prefix and suffix
from the given training data, which when appear at beginning / ending of the
word, must be the first and last syllable of the word respectively. The remaining
portion can be syllabified using the previous approach to find maximum probable
syllabification. To define how important a prefix or suffix is, 2 entities are defined.

Prefix Score (S,): It is the probability of the sequence of letters being first
syllable, given the word is starting with that particular sequence. For example
for sequence (ujug..ug):

Nys(uiuz...up) £ N 0
Sp(urug...up) = {Nf}S(U1u2"‘uk) if Nus(urug...ur) 7

k+1

(5)

otherwise

Nys(x) is number of words with first syllable ‘x’ in training data
Nys(x) is number of words that start with expression ‘x’ in training data

Suffix Score (S;): It is the probability of the sequence of letters being last
syllable, given the word is ending with that particular sequence. For example for
sequence (u1ug.. Uk ):

2 Tllegal syllables are the character sequences which do not occur as a syllable in the
training data.

3 Any reference to prefix and suffix in this paper henceforth would refer to first and
last syllable of the word respectively.
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MNis(uiug.ur) 5 n7 0
Sp(u1u2..'Uk)_{Nf;e(u1U2...Uk-) if Nye(urusg...ug) #

k+1
Nis(z) is number of words with last syllable ‘x’ in training data

otherwise

Nuye(z) is number of words that end with expression ‘x’ in training data

First and last syllables of all words from training data were extracted and
prefix and suffix score for them were precomputed respectively. For a sequence
of characters if the prefix/suffix score is above a specified threshold, then it is
called confident prefix/suffix under that threshold respectively.

Application of Precomputed Scores on the Word: For a given word it is
checked whether character sequence of any length starting from first character
serve as a confident-prefix or not. Similarly, an attempt is also made to find the
confident suffix. When confident prefix/suffix is found in the word, it is taken as
first or last syllable respectively and rest of the word is syllabified with previous
approach. If multiple confident prefix / suffix are found, one with maximum
score should be selected and if none are found, nothing is to be done. Also, if
confident prefix marks first split such that the split occurs between consonant
and matra, then such confident prefix is not chosen because it would contradict
our original assumption. The same is followed for confident suffix. Figure 2 shows
process of finding confident prefix in word ‘@ of G u 20 o

Prefix Score score > threshold ?
P(@) No
P(@ ot) Yes
P([A ot G) No
P ot G ) No
P(@ ot G u No
P((Q ot G u 2 2 No

Fig. 2. Example of finding confident prefix(es) in a word

4 Evaluation

To define syllabic break, each character would be tagged as ‘S’ if it marks begin-
ning of the syllable and ‘F’ otherwise. For example, for syllabification (‘abc-d-
efg’), sequential tags would be a(S), b(F), ¢(F), d(S), e(S), {(F), s(F). Evaluation
of results has been done in 2 ways. Percentage of words syllabified entirely cor-
rectly (W), and percentage of the sequential tags (S) detected correctly.

For each of the experiments, 10 fold cross-validation has been done using
corpus of about 14 thousand words in Gujarati.
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Table 2. Evaluation examples

Actual Predicted | Compare | Word Syllabic
Tags Tags Accuracy | Accuracy (S)
(W)

ab-cd-ef |abc-d-ef | (SFSFSF) |0/1 4/6
(SFSFSF) | (SFFSSF) | (SFFSSF)

(VVXX/V)
ab-cd-ef |ab-cd-ef | (SFSFSF) |1/1 6/6
(SFSFSF) | (SFSFSF) | (SFSFSF)

(VYY)

4.1 Results and Error Analysis

Once the training data was built, 10 fold cross validation on 14 thousand words
was done using CRF based approach and the approach? mentioned in Sect. 3.
For prefix-suffix approach maximum result was obtained at threshold (th = 0.95)

Table 3. Results

CRF based | Maximum | Maximum Probable +
appraoch | Probable | Prefix/Suffix ~Approach
Approach | (th = 0.95)

Word  Accuracy | 89.56 % 88.98 % 91.89 %

(W)
Syllabic Accuracy | 97.58 % 97.36 % 98.02 %
()

A sample of 10 thousand words was taken to analyse prefix-suffix approach.
When operated at threshold 0.95, in total of 1963 words confident prefix was
detected out of which 1877 (95.6 %) were correct. Similarly, in total of 8602
words confident suffix was detected out of which 8043 (93.5%) were correct.
These values show the accuracies of prefix-suffix algorithm to detect first and
last syllables correctly.

On 10 thousand sampled words, when prefix-suffix approach was applied as
an add-on to maximum probable approach, some words turned from wrongly
tagged to correctly tagged and vice-versa. Table 4 summarizes the results.

Credibility of Prefix-Suffix approach: To support the claim of prefix-suffix
model improving the overall performance, a paired T-test was done. 15 groups,
each of 20 random sample words were taken and the number of words tagged

4 Maximum Probable approach refers to method described in Subsect. 3.1 and Pre-
fix/Suffix approach refers to add-on method described in Subsect. 3.2.
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Table 4. Change of correctness of predicted syllabification on application of Prefix-
Suffix approach on Maximum probable approach (10 thousand words)

Prefix detected | Suffix detected
wrong to right | 86 342
right to wrong | 8 7

correctly prior and later to the application of prefix-suffix model were noted.
When this data was passed to one-tailed paired T-test, T-value of 1.709 and
P-value of 0.054 were obtained. This shows with almost 95% confidence that
that this improvement is not by a mere chance or randomness.

Exceptions: The proposed system will fail to work when the training data is
not enough to disambiguate between situations of keeping or not keeping a syl-
labic break at some position. This can be due to lack of enough training data or
certain exceptions intrinsic to the language itself. For certain words, the assump-
tion made in Sect.3 does not hold. For example, syllabifications «{2-(3-21’,
QR-3-2, ‘S-GS-CQ-Q’, ‘sU-[32 include a syllabic break between consonant
and following matra which is very unnatural in training data. Such words invari-
ably fail to get syllabified correctly. However, the existence of such words are
negligible and does not affect the overall performance adversely.

5 Conclusion and Future Scopes

Gujarati syllabification data has been bootstrapped from a smaller data-set using
CRF model. The resulting data was verified and corrected by a linguist. This
demonstrates the use of CRF for Gujarati syllabification. A new approach for
syllabification is then tested on this data and compared with the CRF results.
The proposed model works quite good at word and syllable level accuracies
91.89 % and 98.02 % respectively. These results are very much comparable with
CRF results and hence is offered as its alternative approach for Gujarati syllab-
ification which works on simple statistical calculations.

The assumption underlying this approach to syllabification is followed roughly
by 99.34 % of 14 thousand words which shows its soundness. This assumption
can also be extended to other Indian languages like Hindi, Bengali, Marathi etc.
An active work for building of Hindi and Bengali corpus of syllabified words is
going on and as a future work the same procedures can be tested and compared
on these languages.
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