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Abstract. This paper proposes a way of correcting noise in the training
data for Learning to Rank. It is natural to assume that some level of noise
might seep in during the process of producing query-document relevance
labels by human evaluators. These relevance labels, which act as gold
standard training data for Learning to Rank can adversely affect the effi-
ciency of learning algorithm if they contain errors. Hence, an automated
way of reducing noise can be of great advantage. The focus in this paper
is on noise correction for pairwise document preferences which are used
for pairwise Learning to Rank algorithms. The approach relies on repre-
senting pairwise document preferences in an intermediate feature space
on which ensemble learning based approach is applied to identify and
correct the errors. Up to 90 % errors in the pairwise preferences could be
corrected at statistically significant levels by using this approach, which
is robust enough to even operate at high levels of noise.

1 Introduction

Learning to rank is an approach to automatically build a ranking model, based
on the training data using machine learning technologies [6]. The training data
for learning to rank when used for document retrieval usually consists of queries,
the associated documents, and relevance labels for query-document pairs which
are assigned by human judges. Several previous works have shown that human
judges may not agree with each others in the task of assigning relevance labels
to query-document pairs [1,9,10]. Since human annotation is costly, especially
in web-search which requires large amount of training data, one can usually not
afford to have several annotators to make multiple judgments. As a result, such
relevance judgements are prone to be biased, unreliable and noisy. Xu et al. have
shown that errors in training data can significantly degrade the performance of
ranking functions trained by learning to rank algorithms [11]. So, automatic
error correction for training data of learning to rank can be of great advantage.

Primarily, there are 3 types of learning to rank algorithms: pointwise, pair-
wise and listwise [5]. In this paper, the focus is on training data of pairwise
Learning to Rank algorithms which take pairwise preferences of documents for
each query as the learning instances. Using the proposed method, noise present
in the pairwise preferences can be considerably reduced. To test it’s efficiency
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different levels of artificial noise are injected in the data. On this noisy data,
noise reduction process is applied and the output is compared to the original
human generated data, which is assumed to be correct for the sake of the eval-
uation. Since the effectiveness is tested on a wide range of injected noise, it also
checks the robustness of the proposed process to initial noise present in the data.

There have been few attempts on improving the quality of training data for
Learning to Rank. Geng et al. proposed a way of computing training data qual-
ity for Learning to Rank with a concept of “Pairwise Preference Consistency”
(PPC). They have shown a way to select the most optimal subset of the initial
training data which maximizes the PPC score [3]. However, because of selection
of a subset there is a possibility of loosing some important examples which are
discarded in this process. Hence, in this attempt an error correction, rather than
error elimination approach is targeted. Xu et al. proposed a method of error
correction, by leveraging the information from click-through data [11]. However,
it is not natural to assume the availability of such data in all cases. To the best
of our knowledge, there hasn’t been any work yet, that deals with improving the
quality of training data for learning to rank by error correction rather than error
elimination solely on the based on training data itself.

In contrast to ranking, there has been good amount of work on improving the
quality of training data for classification [2]. Ensemble learners are often used
for this purpose in classification data. For example, many classifiers are learnt
from different samples of training data and used to classify the data. If there
is a good amount of agreement among the classifiers then only that instance is
kept, otherwise discarded. A similar approach is used here to correct the highly
probable error-some instances and there by reducing noise in data. However,
instead of elimination, correction of the highly suspicious preference pairings is
performed. Hence unlike noise elimination, there is no risk of loosing important
training instances in process of noise correction.

The remaining paper is organized as follows: Sect. 2 describes the proposed
approach, Sect. 3 elaborates on the experimental setup, Sect. 4 discusses the
results and Sect. 5 concludes and discusses future scope of this project.

2 Approach

Learning to Rank training data contains queries, the associated documents, set
of features extracted from each query-document pair and the relevance label of
documents for the corresponding query. Formally, given query q, there is a set of
documents D = {d1, d2..dn} and for each query-document pair (q, di) there exists
a feature vector f̄(q, di) and relevance label rel(q, di). First of all, transformation
of this representation to pairwise preference sets is performed as following:
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2.1 Pairwise Preferences Sets

We define a partial pairwise preference set as:

{[F̄ (q : di > dj), 1] : rel(q, di) > rel(q, dj) and di, dj ∈ D} (1)

and full pairwise preference set as:

{[F̄ (q : di > dj), 1] ∪ [F̄ (q : dj > di), 0] : rel(q, di) > rel(q, dj) and di, dj ∈ D}
(2)

where,
F̄ (q : di > dj) is document preference pair vector representation, which is
taken as:

[F̄ (q : di > dj)] = [f̄(q, di) − f̄(q, dj)] (3)

The preference pair (q : di > dj) is represented with feature vector [f̄(q, di)−
f̄(q, dj)]. Its class label is 1 if rel(q, di) > rel(q, dj) and 0 if otherwise. This
means that for a given query q, if A is set of relevant documents and B is set
of irrelevant documents, then there is a set {(q : a > b)|a ∈ A, b ∈ B} for which
class label is 1. Also, at the same time, there is a set {(q : b > a)|a ∈ A, b ∈ B}
for which the class label is 0. Hence, in all there are 2 × |A| × |B| number of
pairwise instances, half of which are tagged positive and other half negative.
Partial and Full pairwise preference set are easily inter-convertible from each
others.

2.2 Noise Injection

Once partial pairwise preference set of original noiseless data is performed, dif-
ferent levels of noise are injected in it. For noise level p, each pairwise document
preference is reversed (≡ class label is flipped) with probability p and kept the
same with probability p − 1. The partial preference set is then converted to full
preference representation.

2.3 Two Phase Process

For each query, a 2-phase process on the full pairwise preference set is performed.

Phase 1. x-fold cross validation on the full pairwise preference set with classifier
a is performed. For each of the x parts of the data, classifier a is trained on
remaining x− 1 parts and used to label the remaining part. The preference pair
is identified as faulty (error) if the predicted label doesn’t match the actual label.
This process is repeated for x ∈ {3, 5, 7, 10} and a ∈ {MultilayeredPerceptron}1.
Intersection of all preference pairs are made which are identified as faulty by

1 Weka - machine learning software was used for classification [4] .
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any combination of x and a. It is worth noting that taking such intersection
highly improves the precision of fault identification. Once, these suspected faulty
preference pairs are extracted, they are removed from the full pairwise preference
set. A separate set is made from them, basically decomposing the initial data in
2 parts: purer and noisier sub-sample.

The choices of x and a were empirically found to be working efficiently. We
do not claim that this is the best choice, but it is at least a good choice for per-
forming this task. Also, Multilayer Perceptron classifier with default parameters
was found to be giving far better results for this task than any other classifier
available in weka software.

Phase 2. The purer sub-sample of full preference set is used to train the classifier
b. The trained model is then used for detecting the faulty preferences in noisier
sub-sample. Here b ∈ {Multilayered Perceptron, Random Forest }. Finally a
union of these faults (errors) predicted by each classifier b is taken and they are
considered as the final pairwise preference faults which need to be flipped.

2.4 Noise Measurement

Once the appropriate flips are made, measurement of the noise of updated paired
representation is done. It is computed as the number of incorrect document
preference pairs to the total number of preference pairs. The idea of computing
Document Pair noise is taken from [7] in which it is referred to as pNoise. From
the study, they have concluded that document pair noise captures the true noise
of ranking algorithms, and can well explain the performance degradation of
ranking algorithms. Hence, it has been used to evaluate the effectiveness of the
noise-correction process by the reduction in document pair noise achieved by the
method2.

3 Experimental Setup

Experiments are performed on 3 standard Learning to Rank LETOR 3.0 datasets
[8]: OHSUMED, TREC-TD-2003, TREC-TD-2004. Noise levels of {0.05, 0.1,
0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5} are injected in each of these datasets
and checked to what extent noise can be corrected depending on the initial noise
present. The process is performed thrice and the average results are reported.

OHSUMED contains 106 queries with approximately 150 documents associ-
ated with each query. TREC-TD-2003 contains 50 queries with approximately
1000 documents associated with each query and TREC-TD2004 contains 75
queries with approximately 1000 documents for each query. OHSUMED repre-
sents query-documents pair by a set of 45 features, while TREC-TD 2003, 2004
use 44 features each. OHSUMED has 3 relevance levels {2, 1, 0} while TD2003
and TD2004 have {1, 0}.

2 document pair noise will be referred to as noise henceforth.
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Table 1. Noise correction on OHSUMED

Injected noise Post correction noise Percentage noise reduction Queries improved Queries worsened

0.05 0.029 42.00%∗ 100 6

0.1 0.050 50.00%∗ 96 10

0.15 0.085 43.33%∗ 105 1

0.2 0.091 54.50%∗ 105 1

0.25 0.132 47.20%∗ 103 3

0.3 0.147 51.00%∗ 105 1

0.35 0.204 41.71%∗ 103 3

0.4 0.269 32.75%∗ 100 6

0.45 0.419 6.80%∗ 90 16

0.5 0.493 1.40% 51 55

Table 2. Noise correction on TREC-TD-2003

Injected noise Post correction noise Percentage noise reduction Queries improved Queries worsened

0.05 0.002 96.00%∗ 50 0

0.1 0.006 94.00%∗ 50 0

0.15 0.019 87.33%∗ 50 0

0.2 0.013 93.49%∗ 50 0

0.25 0.023 90.80%∗ 50 0

0.3 0.030 90.00%∗ 50 0

0.35 0.064 81.71%∗ 50 0

0.4 0.108 73.00%∗ 50 0

0.45 0.393 12.66%∗ 39 11

0.5 0.483 3.40% 23 27

Table 3. Noise correction on TREC-TD-2004

Injected noise Post correction noise Percentage noise reduction Queries improved Queries worsened

0.05 0.002 96.00%∗ 75 0

0.1 0.004 96.00%∗ 75 0

0.15 0.009 94.00%∗ 75 0

0.2 0.011 94.50%∗ 75 0

0.25 0.027 89.20%∗ 75 0

0.3 0.032 89.33%∗ 75 0

0.35 0.093 73.42%∗ 75 0

0.4 0.109 72.75%∗ 75 0

0.45 0.392 12.88%∗ 64 11

0.5 0.510 −2.00% 37 38

4 Results

Tables 1, 2 and 3 show computed noise before and after applying the noise-
correction process across different levels of injected noise. They also show the
number of queries for which the noise decreased and the number of queries for
which the noise increased after the process. To check if this reduction in noise
was statistically significant, t-tests were performed using noise levels before and
after the process across all the queries. Improvements marked by (∗) symbol
denote statistical significance with p-value < 0.05.
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The 2-phase process reduces significant amount of noise up to noise level of
0.4. After this, curve takes a very steep turn and almost fails to reduce noise at
statistically significant levels around noise level of 0.5. However, the process has
been proved robust enough to correct errors even at high noise level of 0.45 in
each of the 3 datasets.

The difference in noise reduction between OHSUMED and TREC-TD
datasets is due to an inherent characteristic of the datasets. OHSUMED has
3 relevance labels {2, 1, 0} and so it’s preference set contains 3 kinds of docu-
ment pairs: (d2, d1), (d1, d0) & (d2, d0) from which anomalies are to be found.
Whereas, TREC-TD datasets contain only 2 relevance labels {1, 0} and so have
only 1 kind of document pair (d1, d0). So the noise reduction is efficient in case
of TREC-TD compared to OHSUMED in which there are mixed document pairs
because of which error detection is difficult.

5 Conclusion and Future Scopes

This paper proposes a simple yet very efficient approach to correct the errors
in pairwise preferences for learning to rank. The proposed approach was able to
reduce up to 90 % of induced noise at statistically significant levels depending
on the initial noise injected in it. The robustness of this process has also been
checked by inducing different noise levels. On response to this, the process was
able to correct errors at statistically significantly even at high noise level of
0.45. The proposed model has been checked on three different Learning to Rank
data-sets and shown to work efficiently on each of them.

In reality some documents are difficult to assign relevance than others. All
mistakes are not equally probable. So, a more realistic method for noise injection
which considers this can help to better evaluate this approach. Apart of that,
reduction in noise of pairwise document preferences should have direct positive
impact on efficiency of pairwise learning to rank algorithms. Different Learning
to Rank algorithms have different levels of robustness against noise [7]. Hence, as
a future work, it would also be interesting to analyse the effect of noise correction
of training data on efficiency of various pairwise learning to rank algorithms.
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